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Domain-Oriented Design Environments: 
Reply to Commentaries 
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A. Sutcliffe, J. Ning, P. Selfridge and D. Setliff have commented on my article "Domain­
Oriented Design Environments" and I would like to thank them for their insightful com­
ments. One should not be surprised that researchers hold different views about an area as 
complex and as volatile as Software Engineering. especially because my paper not only de­
scribes some past achievements. but also outlines a research agenda for the future. I would 
like to thank the editors of Automated Software Engineering who have granted me the priv­
ilege of replying to the comments by A. Sutcliffe, 1. Ning, P. Selfridge. and D. Setliff. I 
have organized my reply around themes, using the names of these individuals as references. 
I have chosen often to use "we" instead of "I" to acknowledge the group of collaborators at 
CU Boulder and elsewhere, who share with me the same view. 

Design 

Design is concerned with "how things ought to be in order to attain goals, and to function" 
(Simon, 1981). Design understood this way is more than "the act of trans lating requirements 
into specifications and constraints" (Setl i fl). Design complements the natural sciences, 
whose primary goal is to analyze. Designers not only solve given problems by reasoning 
about formal representations. but they (architects, industrial designers, curriculum design­
ers, or software designers) have to get actively involved in framing problems. Designers are 
not the sole owners of problems. They have to collaborate with all stakeholders (clients, cus­
tomers, other designers) in a mutual education process to understand problems and construct 
the knowledge for solving them. Design methods will be deeply influenced by the artifacts 
developed. The design of computational artifacts to empower humans faces different issues 
than the design of technical systems, such as VLSI CAD design (Setliff) or compilers. 

Problems of Domain-Oriented Design Environments 

What is a Domain? 

Sutcliffe raises the issue that "there is no sound theory about what a 'domain' is:' I agree 
that domains cannot be precisely defined-they are part of the design activity themselves 
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(so they change when goals change). We try to define domains in our environments (such as 
departments in universities, or professional societies), and they serve as useful constructs. 
But at the same time, we call for interdisciplinary research to acknowledge that real world 
problems do not fit into our preconceived domains. Domains and their boundaries will 
undergo change as our world changes. This is specifically acknowledged in our work by 
postulating our model of seeds, evolutionary growth and reseeding. 

I disagree with the assertion that "it is difficult to imagine that DODEs can be built for 
immature domains" (Ning). Our research has demonstrated that it can be a very fruitful 
endeavor to create DODEs for immature domains (and we have done so for lunar habitat 
design, for computer networks, etc.). By creating DODEs through intensive collaboration 
with domain experts, we have shown that these efforts can make major contributions toward 
deepening our understanding of a domain. 

What is the Price of Working in a Domain? 

Sutcliffe asserts that "DODE's domain-specific nature will limit application to a small set 
of related problems, leaving only an outline architecture as a more general result." This is 
an adequate characterization and it is supported by the results of our work. We are aware 
of the tension and the design trade-off between the Turing Tar-Pit (as articulated by Alan 
Perl is) "The Turing Tar Pit: everything is possible but nothing of interest is easy" and the 
inverse of it "The over-specialized system: everything is easy, but nothing of interest is 
possible." Referring back to human organizations and domain expertise again: our society 
educates its members in domains, and switching from one domain to another is a non­
trivial undertaking. So why should we expect that we will get DODEs for free? There 
is growing wide spread recognition and a growing number of computational artifacts that 
demonstrate that domain orientation will allow us to develop new generations of human­
centered computational artifacts (e.g., Mathematica for mathematicians, spreadsheets for 
planning and decision making, drawing and painting software for artists, etc.) by supporting 
human problem-domain communication with the goal of narrowing the gap between subject 
domain and computational substrate. 

We are working on substrates and layered architectures to increase the sharing of com­
ponents between DODEs in related domains. But without paying the price of working in 
a domain, our computational environments will be severely limited in the amount (1) of 
support they can provide (e.g., there would be no work-triangle critic without domain 
knowledge), and (2) of end-user control and interest (e.g., end-users are not interested in 
the computer per se, but in their tasks). 

Knowledge Acquisition 

Ning observes that "an effective DODE will require a large amount and a variety of domain­
oriented knowledge." Our process model, based on seeds, evolutionary growth, and reseed­
ing (Fischer et aI., 1994), is an important alternative to the conventional approaches of 
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knowledge acquisition as well as the futuristic approaches of machine learning pursued in 
AI-oriented research efforts. Our model explicitly acknowledges the fact that (I) human 
knowledge is tacit (Polanyi, 1966) (so the best we can hope for is a seed), (2) knowledge 
changes over time (requiring support for evolutionary growth), (3) the breakdowns based on 
lack of knowledge will be experienced by the domain designers and not by the environmenl 
developer (making end-user modifiability a necessity rather than a luxury), and (4) social 
incentives and rewards for providing and documenting this knowledge (e.g., in the form 
of design rationale) may be more important than the particular formalism chosen for its 
representation. 

How, Not Why 

Ning states "that the real question today is how to develop, rather than why we should 
or should not develop DODEs." Our research prototypes (see references in my paper) 
demonstrate that we have some understanding of "how" one goes about building DODEs. 
Beyond that, we assisted others in developing DODEs and demonstrated the practical value 
of some of our DODEs in industrial research environments (e.g., the voice dialog design 
environment in use at USWest Advanced Technologies (Repenning and Sumner, 1992), the 
service-provisioning environment in use at NYNEX (Ostwald, Burns, and Morch, 1992), 
and the lunar habitat environment in use by a NASA contractor (Stahl, 1993». 

An important aspect of DODEs is the possibility to construct them incrementally (e.g .. 
the voice dialog design environment existed and was used by domain workers for more than 
a year before a critiquing component was added), and to emphasize different components 
for different domains (e.g., the simulation component is of great importance in the voice 

dialog design environment). 

Scaling Up 

Scaling up is a critical issue for DODEs as it is for any other computational environment 
Our work so far demonstrated (I) that the "seeds--evolutionary growth-reseeding" model 
provides a good foundation for scaling up, and (2) that many of the integration component, 
assist users in dealing with information spaces that are too large to be explored by browsing 
only. DODEs acquire a partial understanding of the task at hand by analyzing the partial 
construction and the partial specification. The CONSTRUCTION-ANALYZER and CATALOG· 

EXPLORER exploit this partial understanding to locate relevant argumentation and catalo~ 
examples for the user. Following Sutcliffe's observation that for large information space, 
"intelligent retrieval engines will be necessary," we have explored such mechanisms for sev­
eral years (Fischer, Henninger, and Redmiles, 1991) and incorporated them in our DODE! 
(Nakakoji, 1993). 
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The Proper Role of Automation 

Understanding the Proper Role of Humans and Computers in Joint Human-Computer 
Systems 

I \vcn strong uuvocutcs of automatcu systcms such as cxpert systems' researchers acknowl­
edge that "most knowledge-based systems are intended to be of assistance to human en­
deavor; they are almost never intended to be automatic agents. A human-machine interac­
tion subsystem is therefore a necessity" (Feigenbaum and McCorduck, 1983). The proper 
role of humans and computers has been explored in numerous areas (to name just a few 
examples: in machine translation (Kay, 1980), in cockpit design (Billings, 1991), and in 
the general foundations for tool and system design (llIich, 1973; Fischer, 1990». The 
question of the proper role of automation is raised succinctly by Billings (1991): "During 
the 1970's and early 1980's ... the concept of automating as much as possible was consid­
ered appropriate. The expected benefits were a reduction in pilot workload and increased 
safety. Although many of these benefits have been realized, serious questions have arisen 
and incidents/accidents have occurred which question the underlying assumption that the 
maximum available automation is always appropriate or that we understand how to design 
automated systems so that they are fully compatible with the capabilities and limitations 
of the humans in the system" (p. 4). Contrary to Sutcliffe's claim that "every domain will 
have to have an exhaustive analysis to find all the principles, rules, guidelines etc., for good 
design," critiquing components embedded in DODEs do not require any kind of complete­
ness. While it is highly desirable that a substantial amount of critiquing knowledge gets 
accumulated over time, a system with a just a few critiquing rules can greatly increase the 
usability of a DODE. 

Lack of any Theoretical Basis for Cooperation 

Sutcliffe observes that "unless design of software tools is based on a sound analysis of how 
the user and machine cooperate to achieve designs we run the risk of providing inappro­
priate functionality which may either over-automate or under-support the designer's job." 
Understanding cooperation is a critical challenge not only for KBSAs and DODEs, but 
for all intellectual teamwork (Galegher, Kraut, and Egido, 1990). Our work on DODEs 
should not and cannot wait until the theoretical basis for cooperation will exist, but we 
attempt with our efforts to contribute to the creation of this basis. Our work is guided 
by principles for collaboration, such as (I) all stakeholders must be involved (to account 
for the "symmetry of ignorance" (Ritte\, 1984», (2) to be involved, the stakeholders must 
be informed in an understandable way (requiring that representations are developed that 
can serve as "languages of doing" (Ehn, 1988», and (3) there must be shared knowledge 
(including knowledge of each other's intent (Resnick, Levine, and Teasley, 1991». 
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Integrating KBSAs and DODEs 

In Setliff's view, "current software synthesis architectures are well on their way toward 
stantiating Fischer's DODE design process"-indicating that many recent research eft 
emerging from the instantiation of the original KBSA effort moved toward some 01 
goals of DODEs. I see a natural symbiosis between the two research directions: KB 
emphasize downstream activities and DODEs emphasize upstream activities. This vie 
shared by Selfridge when he observes about our work: "The most important distinctic 
the focus on the 'upstream' activities of problem understanding, as opposed to prot 
solving." Obviously, either approach cannot ignore the other phase (e.g., we have built 
eral computational substrates serving as lower layers in DODEs (Repenning and Sum 
1992), and the KBSA efforts have pursued upstream activities in the context of reql 
ments engineering (Proceedings, 1993). But the different emphasis has led to a nun 
of differences: KBSAs and DODEs investigated different classes of problems, looked 
different disciplines for help and ideas, and approached the human role and assessn 
studies from different angles. 

Problems are Different 

Sutcliffe observes that "for safety critical domains, formal approaches and automatic I 
gramming is not only desirable but essential. However, Fischer reminds us that m 
problems do not fall into this class." There is no doubt that we need correct and effic 
programs Gust as \',Ie need buildings that do not collapse), but what is the value of tt 
programs if they are not relevant, suitable, adequate, or enjoyable to users in their 
situation Gust as houses are judged by more criteria than that they do not fall down 
also claim that the scientific community needs a better understanding of the limitation 
formal methods in safety critical systems (e.g., the accident in the Persian Gulf in wi 
an airliner relying on the AEGIS system was shot down represents a design disaster 
formal methods would not have prevented (Lee, 1992». 

Where Do We Look for Ideas and Help? 

Historically, computer science has looked to mathematics and logic to create a four: 
tion (and these disciplines served well for improving "downstream" activities). But a 
the foundations have been established, other disciplines may be more important, sucl 
cognitive psychology (to better understand the human part), social sciences (to underst 
collaboration), evolution (to understand the nature of complex systems), and architect 
(to understand design as an activity that needs to define and create contexts and not 0 

operate in given contexts). In the long run, I think that "Software Engineering" may 
the wrong term because it focuses on the medium rather than on the characterizatior 
domains (in mature design domains, we do not speak of "steel" or "concrete" engineeri 
but of "civil" or "electrical" engineering). 
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Do Not Postulate a New Humqn 

Simon (1981) acclaims the framers of the U .5_ Constitution by noting that "they did not 
postulate a new man to be produced by the new institutions but accepted as one of their 
design constraints the psychological characteristics of men and women as they knew them, 
their selfishness as well as their common sense" (p. 163). It may be that what is wrong 
with the logical and mathematical design methods is that they are the product of a mode of 
reasoning alien to design (Rittel, 1984). A human-centered view toward design should take 
into account that "logic is most definitely not a good model of human cognition. Humans 
take into account both the content and the context of the problem, whereas the strength 
of logic and formal symbolic representations is that the content and context are irrelevant. 
Taking content into account means interpreting the problem in concrete terms, mapping it 
back onto the known world of real actions and interactions" (Norman, 1993) (p. 228). This 
and other observations such as (1) humans enjoy doing and deciding, (2) humans act until 
breakdowns occur, (3) humans operate by using information in the world as an important 
resource, and (4) domain-orientation preserves content and context, have served as guiding 
principles for our work on.DODEs to complement the more formal approaches pursued in 
the KBSA c0mmunities. 
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